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Limitations of DPO

1. High-quality rejected text unnecessarily unlearned
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Optimal policy deterministically generates y1

2. Low-quality chosen text indiscriminately learned

Optimal policy indiscriminately generates y1 and y2

Relative preferences instead of response qualities

3. Sparsity of optimal responses
Fail to characterize and generalize to these behaviors

Fix: Reward-Conditioned Policies
Learn from the full spectrum of qualities!

1. Learn from both high-quality responses

2. Distinguish varying-quality responses

3. Generalize with transferable features
Learning from g=8 and 9 helps generalize to g=10

Reward augmentation gets more juice out of the data.
1. SPPO + DPO ↓ but SPPO + DPO (RA) ↑

A simple data augmentation method for direct alignment!

2. Another DPO round on implicit-reward-relabeled  
data enhances the performance

…Find more ablations in our paper!
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